Experimental and numerical characterization of the water flow in spacer-filled channels of spiral-wound membranes
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A B S T R A C T

Micro-scale flow distribution in spacer-filled flow channels of spiral-wound membrane modules was determined with a particle image velocimetry system (PIV), aiming to elucidate the flow behaviour in spacer-filled flow channels. Two-dimensional water velocity fields were measured in a flow cell (representing the feed spacer-filled flow channel of a spiral wound reverse osmosis membrane module without permeate production) at several planes throughout the channel height. At linear flow velocities (volumetric flow rate per cross-section of the flow channel considering the channel porosity, also described as crossflow velocities) used in practice (0.074 and 0.163 m s⁻¹) the recorded flow was laminar with only slight unsteadiness in the upper velocity limit. At higher linear flow velocity (0.3 m s⁻¹) the flow was observed to be unsteady and with recirculation zones. Measurements made at different locations in the flow cell exhibited very similar flow patterns within all feed spacer mesh elements, thus revealing the same hydrodynamic conditions along the length of the flow channel. Three-dimensional (3-D) computational fluid dynamics simulations were performed using the same geometries and flow parameters as the experiments, based on steady laminar flow assumption. The numerical results were in good agreement (0.85—0.95 Bray—Currit similarity) with the measured flow fields at linear velocities of 0.074 and 0.163 m s⁻¹, thus supporting the use of model-based studies in the optimization of feed spacer geometries and operational conditions of spiral wound membrane systems.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Membrane filtration processes for seawater desalination and wastewater reuse are becoming increasingly important. In a spiral-wound membrane module, most commonly used in these water treatment processes, the membrane sheets are rolled around an inner tube. To keep the membrane leafs apart a relatively thin spacer net is inserted. The feed spacer promotes flow instabilities to enhance mass transfer and reduce concentration polarization (Fimbres-Weihs et al., 2006; Gao et al., 2013). However, aside from a beneficial impact, the feed spacer also contributes to pressure drop increase along the flow channel. Furthermore, a major drawback in membrane technology is fouling, i.e. accumulation of unwanted material on the membrane and spacer surface (Antony et al., 2011; Baker and Dudley, 1998; Flemming, 2002; Ridgway et al., 1983; Salvador Cob et al., 2012). Micro-sized particles, colloids, organic macromolecules can deposit and microbial cells can attach, grow and form biofilms on the membrane and spacer surfaces and decrease the filtration performance (Flemming, 1997; Tang et al., 2011; Yantsios and Karabelas, 2003). Baker and Dudley (1998) reported that initial deposition of fouling occurred on the feed spacer filaments and on the membrane alongside the spacer and,
with time, intruded upon the remaining free membrane area.

It was shown that fouling accumulation can be controlled to some degree by suitable hydrodynamic conditions (Sablani et al., 2001). Moreover, the same amount of accumulated fouling material can have a different impact on performance, depending on the hydrodynamic conditions (Araújo et al., 2012; Bucs et al., 2014; Valladares Linares et al., 2014; Vrouwenvelder et al., 2011). Feed spacer geometry and operational conditions (e.g., flow velocity, transmembrane pressure, etc.) have a profound influence on the flow pattern and foulant deposition in spacer-filled channels (Radu et al., 2014; Vrouwenvelder et al., 2009). To design new spacers with the least pressure drop, minimal fouling propensity, and maximum mass transfer, it is therefore important to both be able to determine experimentally and to numerically calculate the hydrodynamics (i.e., velocity and pressure profiles, shear at the walls, etc.) in these flow channels.

The impact of different spacer geometries on the flow pattern is not easily measurable experimentally due to the inherently small length-scales involved. Alternatively, advances in numerical performance have led to computational fluid dynamics (CFD) techniques being the primary means to understand the fluid flow in spacer-filled channels. Some studies have simulated fluid flow and mass transfer in simplified two-dimensional setups (Schwing et al., 2002; Radu et al., 2010). However, in recent years, three-dimensional (3-D) numerical models are becoming increasingly accessible, developed mainly with an emphasis on the effect of feed spacer on hydrodynamics and mass transfer in feed spacer channels (Koutsou et al., 2007, 2009; Saeed et al., 2012). Simplified cylindrical shapes have been used for representation of spacer filaments in most of the numerical studies. However, microscopic observations of the feed spacer revealed that the spacers used in commercially available spiral-wound membrane modules have more irregular geometry, with filaments varying in thickness (Fimbres-Weihls and Wiley, 2010; Picoreanu et al., 2009; Vrouwenvelder et al., 2010). Simulations by Picoreanu et al. (2009) showed that the feed channel pressure drop for a simplified spacer with cylindrical filaments is significantly different from more realistic spacer geometry with variations in filament thickness. The importance of realistic spacer geometries in numerical studies was also revealed by a recent experimental and numerical study on particle deposition in spacer channels at various feed spacer orientations (Radu et al., 2014).

In contrast with the abundance of numerical studies, only a few experimental investigations were carried out to directly visualize and characterize the flow patterns in feed spacer-filled channels. This may be partly due to the geometrical complexity and small dimensions of the flow channels (thereby the need for microscopic techniques), but also due to the high temporal resolution required (i.e., very fast flows require use of fast cameras).

Nuclear magnetic resonance (NMR) or magnetic resonance imaging (MRI) has been used to locally resolve (in 3-D) the velocity and shear stress distribution in tube reactors containing biofilms (Manz et al., 2003; Wagner et al., 2010). In spacer-filled channels with and without biofilm, NMR was used to visualize and measure two-dimensional velocity profiles (Vrouwenvelder et al., 2010). Formation of preferential flow patterns was observed as biofouling evolved in time. However, as a limitation of the method used, the flow cell was operated with 10 times lower linear flow velocity than normally used in practice, and the measured velocity had to be averaged over the flow channel height.

Doppler optical coherence tomography (DOCT) was also used to measure and visualize the local velocity profile in a spacer-filled channel (Gao et al., 2013). The DOCT could reveal the flow profile normal to the main flow direction at different sections along the flow channel. Furthermore, the development of eddies were observed next to the spacer filaments.

Particle image velocimetry (PIV) was used to characterize the flow next to the membrane surface at different linear flow velocities by Gimmelsheim and Semiat (2005) and Willems et al. (2010). Gimmelsheim and Semiat (2005) found laminar flow at commonly used linear flow velocities (0.06–0.17 m·s⁻¹), with (expectedly) increasing mixing intensity at higher linear flow velocities. The measured flow fields were in good agreement with the two-dimensional numerical simulations developed by the authors (Gimmelsheim and Semiat, 2005). Willems et al. (2010) used PIV techniques to achieve a quantitative description of the two-phase flow in spacer-filled channel. Although the temporal resolution was low, the study showed how the flow direction changed along the channel height and also evaluated the impact of bubbly flow on local velocity. PIV techniques were also applied to investigate the flow patterns in flow channels using modified saw-tooth spacer geometries (Liu et al., 2015). However, the flow channel thickness (4 mm) in these experiments was much higher than in reverse osmosis/nanofiltration systems applied in practice.

In summary, all of these experimental methods have some limitations in terms of the flow channel thicknesses used, the applied linear flow velocity, the spatial or temporal resolution. As such, the objectives of this study were: (i) to evaluate the microscale flow patterns in a feed spacer-filled channel under conditions representative for current practical applications (i.e., similar linear flow velocity and channel dimensions) using a PIV system, and (ii) to compare the measured flow fields with three-dimensional numerical simulations.

2. Materials and methods

2.1. Experimental

Micro-scale fluid flow patterns in spacer-filled channels were experimentally investigated by particle image velocimetry (PIV).

2.1.1. Flow cell

For PIV measurements, a fully transparent flow cell was constructed from two high quality glass slides (2.5 cm width and 7.5 cm length, VWR International, West Chester, PA) (Fig. 1). Commercially available non-woven Toray feed spacer with 31 ml (0.787 mm) thickness was inserted between the glass slides. The height of the flow cell was adjusted to fit the feed spacer thickness and to avoid bypass flow below or above the spacer, then the whole ensemble was glued with epoxy resin on the sides. Water connectors were fabricated from nylon tubing with 4 mm (for inlet) and 6 mm (for outlet) inner diameter (Fig. 1).

In order to keep the flow cell transparent, no membrane sheets were inserted into the flow channel and the flow cell was operated without permeate production. The impact of permeation on the cross flow velocity in our lab scale flow cell (7.5 cm long) is negligible since the permeate velocity typically in the order of 10 μm·s⁻¹ (Radu et al., 2010) is four orders of magnitude lower than the linear flow velocity of the feed water (in the order of 10 cm·s⁻¹). Even without permeation, the presence of a membrane sheet instead of glass wall would not visibly influence the flow pattern, because the average roughness of an RO membrane is in the order of 50 nm (Ishigami et al., 2012), three orders of magnitude lower than our depth of field for flow visualization in z direction.

To eliminate pulsations generated by pumps, hydrostatic pressure was used instead to drive the water flow through the flow cell. A 3 L reservoir was placed about 1 m above the flow cell and connected to the flow cell inlet. The flow rate was adjusted with a valve connected to the flow cell outlet. To maintain constant flow rate the water level was kept constant in the reservoir by
recirculating the water (Fig. 1). The Reynolds number was calculated according to Schock and Miquel (1987), Equation (1)

\[ \text{Re} = \frac{u_m \cdot d_h \cdot \rho}{\eta} \]  

with \( u_m \) being the imposed linear (i.e. average) flow velocity, \( \rho \) and \( \eta \) are the water density and viscosity at 20°C (998 kg m\(^{-3}\) and 0.001 Pa s, respectively), and \( d_h \) is the hydraulic diameter (≈ 1 mm), calculated from the total volume between the glass slides, \( V_{\text{Tot}} \), the spacer volume, \( V_{\text{Sp}} \), and the wetted surface \( A_w \) including feed spacer and both glass slides (Schock and Miquel, 1987).

\[ d_h = \frac{4(V_{\text{Tot}} - V_{\text{Sp}})}{A_w} \]  

The flow rate was measured gravimetrically at the outlet. Measurements were performed at three linear inflow velocities: \( u_m = 0.163 \text{ m s}^{-1} \) (Re = 160), 0.074 m s\(^{-1}\) (Re = 70) and 0.294 m s\(^{-1}\) (Re = 300).

2.1.2. Particles

For flow visualization, silver coated hollow glass beads of 10 μm diameter (neutrally buoyant, \( \rho_p = 1.05 \text{ g cm}^{-3} \), ±5% size distribution) were injected into the inlet tubing of the flow cell during the measurements (P/N 10089, TSI Incorporated, Shoreview, MN). A volume of 10 mL suspension of particles (≈ 0.5 mg L\(^{-1}\) concentration) was injected right before the PIV measurements were made. Seeding density was kept above 8 particles for an imaged area of 32 pixels \( \times \) 32 pixels. A 5 μm pore size filter was mounted to the outflow tube to prevent recirculation and eventual deposition of the injected particles.

2.1.3. Visualization

For typical PIV measurements a laser strobe is used as light source with a cylindrical lens to limit the illuminated region to the area of interest. To use conventional PIV setup for visualizing the flow in a spacer-filled channel at different heights the laser beam should have been placed perpendicular to the camera, thus allowing illumination of the flow channel at various heights (\( z \) direction). The dimension of the flow channel and the presence of the feed spacer limited the possibility of using conventional PIV. For the presented measurements a modified PIV setup was used which allowed capturing the flow pattern at various heights within the spacer-filled channel.

Particles were visualized using an inverted microscope (Axio Imager, Zeiss Microscopy GmbH, Germany) in combination with a high-speed camera (Fastcam SA5, Photron Inc. San Diego, CA) and a 5 \( \times \) objective lens with 0.13 numerical aperture (NA). To narrow the depth of field (DOF), a 550 nm filter (BP 550/25, 537–563 nm) was placed in front of the light source, so that a 42–44 μm focal depth was achieved, Equation (3)

\[ \text{DOF} = \frac{\lambda \cdot \eta}{\text{NA}^2} \]  

where \( \lambda = 0.550 \mu \text{m} \) is the light wavelength and \( \eta = 1.33 \) is the refractive index of water.

The camera was set to capture 7000 frames per second (fps) with an exposure time of 1/30,000 s, sufficient to eliminate particle motion blur. The obtained image size was 1024 \( \times \) 1024 pixels. For each measurement 100 consecutive frames were processed. The angle of view and DOF allowed capturing an area of approximately one feed spacer mesh element (approximately 4 mm \( \times \) 4 mm) from the flow cell (Fig. 2). To obtain a complete overview of the flow pattern in the channel, measurements were repeated at different feed spacer mesh elements (\( x \) and \( y \) direction) and at different positions along the channel height (\( z \) direction), for each experimental condition.

2.1.4. Calculation and visualization of velocity fields

The captured video clips were analysed by a commercially
available PIV software (DaVis, LaVision GmbH, Goettingen, Germany), using a sequential frame cross correlation method. For quantitative analysis the software was calibrated based on the pixel size (4 μm × 4 μm) on the captured video clips, which was the same for all PIV measurements. The analyses performed on the video data were the calculation of velocity fields and streamlines. The same velocity field calculation procedure was repeated for different z positions (i.e., at maximum 18 different heights in the flow channel). The measured vector fields were visualized and statistically analysed by custom-written routines in MATLAB (MATLAB 2014b, MathWorks, Natick, MA, www.mathworks.com). 100 PIV measurements (i.e., image frames over 0.14 ms (ms)) were taken at each position and averaged in time to minimize the loss of tracked particles.

2.2. Numerical model

Experimental measurements were compared with results from three-dimensional CFD calculations. The model geometry (4.38 × 4.38 × 0.787 mm³) included one feed spacer mesh element (Fig. 3), with a realistic representation of the spacer geometry constructed with curved surfaces based on Scanning Electron Microscopy images (similar to the procedure from Radu et al., 2014). The hydrodynamic calculations assumed stationary flow of incompressible fluid in laminar flow conditions, according to the Navier–Stokes and continuity Equation (4):

\[ \rho \left( \mathbf{u} \cdot \nabla \right) \mathbf{u} + \nabla p = \nabla \cdot \left( \eta \nabla \mathbf{u} \right) \]

\[ \nabla \cdot \mathbf{u} = 0 \]  

(4)

where \( \mathbf{u} = u_x, u_y, u_z \) is the vector of local liquid velocity, \( p \) is the pressure, \( \rho \) and \( \eta \) are the density and dynamic viscosity of water (20 °C). Similar to the approach used in Radu et al. (2014), periodic flow conditions were set between the inlet and outlet, as well as between the lateral boundaries (Fig. 3b), implying identical flow velocity fields on pairs of boundaries (in with out and left with right). This approximates the flow profile corresponding to a spacer element situated within an array, sufficiently far from the flow cell walls not to experience entrance/exit or wall effects (Radu et al., 2014). The flow was driven by a pressure difference imposed between inlet and outlet, calculated from an additional constraint such that the desired linear flow velocity \( u_m \) is obtained. The water flow was calculated without permeate production, therefore no-slip boundary conditions were set to the top, bottom and spacer surfaces. The steady laminar flow equations were solved in COMSOL Multiphysics (v4.4, Comsol Inc., Burlington, MA) with finite element methods, on a tetrahedral mesh with maximum size of 50 μm.

2.2.1. Calculation and visualization of velocity fields

The flow fields calculated with COMSOL were averaged over intervals of \( \Delta z = 40 \mu m \) before comparing simulation results with the PIV measurements. This averaging procedure was necessary because the measurements were recorded with a depth of field of approx. 40 μm. Therefore, the x–y velocity fields presented at a certain z coordinate should be understood as averages between \( z \pm 20 \mu m \) (Fig. 3a). The flow fields were plotted using a Python script with Matplotlib graphic library (Hunter, 2007), showing streamlines, velocity magnitude and flow direction.

2.2.2. Statistic similarity

The Bray–Curtis similarity was used to analyse the differences between measured and model-calculated 2-D velocity magnitude distributions, as well as the similarity between PIV measurements.
at different locations, and between velocity fields averaged over different time intervals. The Bray–Curtis dissimilarity or ‘distance’, $d_{BC}$, between two sets of data $a$ and $b$, each containing $n$ points to be compared, is a normalization method defined as (Krebs, 1999):

$$d_{BC} = \frac{\sum_{k=1}^{n} |a_k - b_k|}{\sum_{k=1}^{n} (a_k + b_k)}$$

(5)

The similarity between the sets $a$ and $b$ was then defined as

$$S_{BC} = 1 - d_{BC}$$

(6)

Since all velocity magnitudes are positive, the similarity $S_{BC}$ is always between 0 and 1, with maximum value of 1 for perfectly similar velocity fields.

3. Results

In this study the water flow patterns were investigated in spacer-filled channels using PIV in a flow cell and 3-D CFD techniques under various conditions: (i) varying location along the length and width of the channel, (ii) different measured time frames, and (iii) varying linear flow velocities.

3.1. Flow pattern change over channel height

The PIV measurements allowed the determination of flow velocity patterns in $x$–$y$ planes, at different heights $z$ in the channel, an example of which is presented in Fig. 4. These planar velocity fields clearly show how the flow direction changes over the channel height, with two specific zones becoming apparent. Near the bottom (between $z = 0$ and 300 $\mu$m) and near the top walls (between $z = 550$ and 800 $\mu$m) the flow direction mostly follows the nearby located spacer fibre orientation, i.e., at 45° with respect to the main flow direction (Fig. 4). Thus, there is a 90° change in the flow direction from bottom to top, so that in the middle of the channel ($z = 350–500$ $\mu$m) a convergence region develops, with the liquid following the main flow direction (left to right in $x$ direction).

Because the real spacer geometry includes various positions of filament thinning, the velocity magnitude changes creating zones with fast and slow flow, which are not symmetric against the middle/centre plane at $z = 400$ $\mu$m. The maximum measured flow velocity within this experiment was 0.45 m $\cdot$ s$^{-1}$ at $z \approx 300$ $\mu$m for the used average flow velocity of 0.163 m $\cdot$ s$^{-1}$.

3.2. Spatial reproducibility

To test the method reproducibility and the flow uniformity over the spacer-filled channel, the velocity distribution was measured at five locations ($x$, $y$) in the flow cell, as indicated in Fig. 2. The flow patterns were similar at all measured locations, represented in Table 1 at three heights in the channel (Fig. S1, supplementary material). The 2-D flow magnitude distribution at each location was compared by the Bray–Curtis similarity $S_{BC}$ with the average over the five locations. The flow measured at the five locations proved to be very similar, with $S_{BC}$ slightly better for the slices taken near the flow channel bottom and top ($S_{BC} = 0.96–0.98$) than for the middle slices ($S_{BC} = 0.94–0.96$), indicating that a measurement taken at any spacer cell could be considered representative of the entire flow channel. The rest of the measurements in this study were therefore done in the feed spacer mesh element $d$, located as shown in Fig. 2.

3.3. Steady and unsteady flow – effect of different flow velocities

In order to study the effect of water velocity on the flow regime, measurements were done at three linear velocities: a reference velocity of 0.163 m $\cdot$ s$^{-1}$, which is commonly used in practical operation (Vrouwenvelder et al., 2009), a lower velocity of 0.074 m $\cdot$ s$^{-1}$ and a higher velocity of 0.294 m $\cdot$ s$^{-1}$. These correspond to Reynolds numbers 160, 70 and 300, respectively. The velocity magnitude for 100 consecutive measurements in time (all at the same point $x = 2$ mm, $y = 2$ mm) is plotted in Fig. 5 for the three Re numbers. As the Re number increases, larger fluctuations of measured velocity can be observed. At Re = 70 the flow is shown to be stable in time and it can be considered steady. At Re = 300 fluctuations between 20 and 50% of the linear flow velocity were recorded, which clearly indicate an unsteady flow regime. The flow at Re = 160 (as used in practice) shows only a mildly unsteady behaviour with fluctuations of 10% from average velocity. Most flow fluctuations seemed to occur near the top and bottom walls of the spacer-filled flow channel in the regions with the highest local flow velocities.

To quantitatively assess the error associated with time-averaging, the velocity field at Re = 160 was averaged over three time intervals $\Delta t$: 0.14 ms (2 frames or 1 measurement), 1.4 ms (10 measurements) and 14 ms (100 measurements), shown in Fig. 6. The Bray–Curtis similarity was then calculated relative to the largest time scale ($\Delta t = 14$ ms), showing a 94% similarity for the velocity field averaged over 1.4 ms and 90% similarity for 1 measurement (0.14 ms).

The time averaged measured velocity distributions at three Re at different heights in the channel is presented in Fig. 7. Similar flow regions as for the Re = 160 can also be observed for Re = 70 and
300: high and mostly one-directional velocities near the top and bottom walls and a flow convergence region with slower flow in the middle of the channel, where the flow changes direction. For \( \text{Re} = 300 \), however, eddies (recirculation zones) were observed in the lower region of the channel (Fig. 7, \( z = 200 \text{ mm} \), \( \text{Re} = 300 \)).

The maximum measured flow velocities were \( 0.20, 0.45 \) and \( 0.64 \text{ m s}^{-1} \) at \( \text{Re} = 70, 160 \) and 300, respectively. The nonlinear increase of the measured maximum velocity with the increase of \( \text{Re} \) indicates a change in the flow regime from laminar to transitional or turbulent at \( \text{Re} 300 \) (where at a linear increase the maximum velocity would have been \( 0.82 \) instead of the observed \( 0.64 \text{ m s}^{-1} \)).

3.4. Measurements compared with CFD model

Flow fields determined with PIV at \( \text{Re} = 70, 160 \) and 300 were compared with those resulted from fluid dynamics calculations,
using steady laminar incompressible Navier–Stokes equations. An example of computed flow represented by streamlines clearly shows the two main flow directions near the top and bottom membrane surfaces (Fig. 8a). Velocity components \( u_x, u_y \) and \( u_z \) at three heights in the channel are presented in Fig. 8b and Fig. S2 (supplementary material) for a CFD simulation at Re = 160. The dominant velocity component is in the \( x \) direction (\( u_x \) between 0 and 0.4 m s\(^{-1}\)), whilst the \( u_y \) component is more important close to the top and bottom walls, with ranges between \(-0.3\) and \(0.3\) m s\(^{-1}\) and near-zero values in the middle of the channel (at \( z = 400 \mu m \)) where the flow changes direction. The vertical velocity component, \( u_z \), has the largest values mostly close to the spacer fibres (between \(-0.2\) and \(0.2\) m s\(^{-1}\)), in the regions where the flow passes from one feed spacer mesh element to another.

Comparisons between measured and calculated \( x-y \) velocity projections, \( \sqrt{u_x^2 + u_y^2} \), in different planes \( z \) are presented in Fig. 7. The Bray–Curtis similarity between measured and calculated velocity distributions are good overall (\( S_{BC} > 0.84 \)). It appears that the model predicts better the velocity distributions at lower Re, where the laminar flow was shown to be steady (Fig. 5). However, at Re = 160, where slight velocity fluctuations were measured, the model assuming steady laminar flow still compares favourably to the experimental data (Fig. 7). At Re = 300, the steady laminar assumption does not hold anymore and the measurements cannot be compared with steady flow calculations. The measured maximum velocity (0.64 m s\(^{-1}\)) was \(-30\%\) less than the velocity calculated with steady laminar flow (0.82 m s\(^{-1}\)).

Measured velocity profiles can also be compared with numerical model results along cut lines in the \( z \) direction, as shown in Fig. 3b. This comparison between measured and modelled flow data along a 1-D profile enables further (and more direct) evaluation of model accuracy. For example, calculated velocities on a line across the main flow direction in the middle of a feed spacer mesh element, shown in Fig. 9a, exhibit good agreement with the measurements. Several steps and maxima can be observed in the measured velocity profiles near the bottom (\( z = 200 \mu m \)) and top (\( z = 650 \mu m \)) walls, which are also revealed by the simulations. Also, the velocity magnitude is correctly calculated, with a steep change from 0 m s\(^{-1}\) next to the spacer to a maximum of 0.4 m s\(^{-1}\) on the opposite side. In the middle section (\( z = 400 \mu m \)) the velocity changes within a narrower interval, showing 3–4 peaks. The discrepancies in terms of local velocity peaks between the simulations and the experimental measurements can most likely be attributed to the simplified spacer geometry adopted in the model (the model geometry was constructed with parametric surfaces to approximate the SEM measurements). Measurements of the \( x-y \) projected velocities at different heights \( z \) in the channel, shown in Fig. 9b, are more difficult to perform and with less resolution. Along line \( L_3 \) in the middle of the feed spacer mesh element two velocity peaks can be observed on the measured and calculated velocity profiles.

### Table 1
Spatial reproducibility of measured flow field at five locations in the flow cell (a to e), at three different heights in the flow channel \( z = 200, 400 \) and 650 \( \mu m \).

<table>
<thead>
<tr>
<th>Height in the channel</th>
<th>Position</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z = 200 \mu m )</td>
<td>0.97</td>
<td>0.98</td>
<td>0.96</td>
<td>0.98</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>( z = 400 \mu m )</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>( z = 650 \mu m )</td>
<td>0.96</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
<td></td>
</tr>
</tbody>
</table>

* See Fig. 2.

### 4. Discussion

In this study water flow in a spacer-filled channel under hydrodynamic conditions used in practice was evaluated. PIV measurements at different locations along the spacer-filled channel of the flow cell at varying heights revealed steady and laminar flow conditions at linear flow velocities commonly used in practice (\( \nu_m = 0.05–0.2 \) m s\(^{-1}\)), where also the 3-D CFD simulations were in good agreement with the measured data.

#### 4.1. Flow regimes

An important result of this study is that the possibility of laminar and steady flow in the velocity range used in practice (\( \nu_m = 0.07–0.2 \) m s\(^{-1}\)) was confirmed. The flow appears to be laminar with only slight unsteadiness in the upper velocity limit. Although a velocity of 0.2 m s\(^{-1}\) can be achieved in the lead module of a membrane plant, as permeate is produced along the modules, the velocity drops towards the end and it can reach 0.07 m s\(^{-1}\) (Malek et al., 1996). Higher velocities, where the flow was observed to be unsteady (e.g. 0.3 m s\(^{-1}\)) are not commonly used in practice for spiral wound reverse osmosis or nanofiltration modules, as these would result in large axial pressure drops. However, the presence of laminar flow in our experimental conditions should be cautiously interpreted, because in these flow-cell measurements a...
constant inlet velocity was achieved. It is still possible that in practice the unsteady flow starts to develop at lower velocities if the inlet flow rate is not very well controlled and fluctuates. A previous study on PIV measurements for Re up to 4000 (Gimmelshtein and Semiat, 2005) reported laminar flow up to Re = 1200 with small fluctuations using feed spacer with a thickness of 800 μm (= 31 mil). These results are in contrast with the findings of the current study, where for Re > 200 unsteady transient flow was measured. However, one should note that the equation used to calculate Re in Gimmelshtein and Semiat (2005) was based on the channel height and did not include any correction to account for the spacer presence.

\[
Re = \frac{2 \cdot u\cdot h\cdot \rho}{\eta}
\]  

(7)

where \(u\) is the magnitude of local liquid velocity, \(\rho\) and \(\eta\) are the density and dynamic viscosity of water and \(h\) is the channel height.

Based on the equation used in Gimmelshtein and Semiat (2005), the Re at linear flow velocities used in this study are 110, 256 and 463. Mojab et al. (2010) evaluated experimentally and with a numerical model flow characteristics for a spacer geometry scaled-up by a factor 10 compared to the commonly used spacer thickness for Re ranging from 100 to 1000 and reported that transition from steady to unsteady flow occurred above Re = 250.

Flow field measurements using Doppler OCT indicated the presence of swirling flows next to the spacer filaments in the vertical (y–z) plane at a linear flow velocity of 0.03 m·s\(^{-1}\) (Gao et al., 2013). It was expected to capture the impact of the swirling flows (in the y–z plane) on the flow captured with PIV in x–y planes, taking in consideration that the Doppler OCT measurements were performed at a much lower linear flow velocity than the PIV measurements, however, no eddies or disturbed flow were found until an inflow velocity of ~0.3 m·s\(^{-1}\). These differences might point to the need for an improved interpretation of Doppler OCT images, as also suggested by Gao et al. (2013).

The water flow velocities over the spacer-filled channel height were measured in this study with a much higher spatial resolution (Δz = 40 μm, Figs. 4 and 9b) than in a previous report of spacer-filled channels for membrane filtration processes (Δz = 300–600 μm in Willems et al., 2010). This allowed capturing the gradual change in flow direction over the flow channel height (z direction). Focussing on only one feed spacer mesh element provided a more accurate x–y resolution than in other studies, revealing more details of the flow structure and the existence of small recirculation zones behind the spacers at Re = 160 (Fig. 4), and even larger recirculation zones at Re = 300 (Fig. 7).

Repeated measurements in different feed spacer mesh elements along the flow cell showed that the flow pattern is very similar at all monitored locations. Similar results were obtained in particle deposition experiments (Radu et al., 2014). This indicates that flow observations performed in small flow cells are representative, at

![Fig. 6. Time-dependence of the measured flow field at different heights in the channel z = 200, 400 and 650 μm. 2-D distributions of the flow velocity are shown averaged over periods of 0.14 ms, 1.4 ms and 14 ms. The Bray–Curtis similarity (SBC) was calculated relative to the largest imaging time scale (Δt = 14 ms). The main flow direction with an average flow velocity of 0.163 m·s\(^{-1}\) (Re = 160) was from left to right. Streamlines and colour scale are as in Fig. 4. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](image-url)
least for clean (i.e., not fouled) modules.

4.2. Solute transfer

Understanding the detailed (micro-scale) flow dynamics is relevant for understanding solute transport (e.g., salts) and for the design of feed spacers that promote the best mixing possible with the least energy input. Our results clearly demonstrate the existence of faster flow near the top and bottom membrane surfaces and a slower flow in the middle of the flow channel. The fast flow

Fig. 7. Comparison between measured and calculated flow fields at Re = 70 (top), Re = 160 (middle) and Re = 300 (bottom), at three channel heights z = 200, 400 and 650 μm. Streamlines show as colour scale the flow velocity magnitude. SBC numbers represent the calculated similarity indices (Bray–Curtis) between measured and calculated 2-D velocity distributions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
will result in better solute transfer near the membranes, where the concentration polarization layer forms. However, the existence of recirculation zones at the linear velocities used in practice seems to be limited. Moreover, the slow laminar flow in the last module (at the end of the pressure vessel with the lowest velocity) would favour salt precipitation and scaling. Knowledge of the detailed
flow features could allow further investigations of mass transfer coefficients in the feed channel, using the constant wall concentration approach as suggested in Koutsou et al. (2009) and Fimbres-Weihs and Wiley (2010).

4.3. CFD model

A key result of this study is the good agreement between the PIV measured and the computed water flow fields. It reveals that the steady laminar flow assumption in the CFD simulations allows a good description of the actual flow in the spacer-filled channel. Furthermore, the obtained results also imply that for clean flow channels the computational domain can be reduced to one feed spacer mesh element with periodic boundary conditions for hydrodynamic calculations, if permeation flux contribution to velocity change is negligible. This approach gives confidence in pursuing model-based studies for designing other feed spacer geometries with reduced pressure drop and fouling, while still providing good solute transfer. Flow pattern has been shown (Radu et al., 2014) to be of crucial importance in the deposition and development of foulant layers, both for scaling and for biofouling.

The velocity field resulted from numerical simulations is sensitive to the accuracy (or realism) of used feed spacer geometry, which influences the comparison with experimental measurements. It is therefore imperative that the 3-D spacer geometry is represented in the model as closely as possible to the real shape of spacers used in practice. This has been pointed out also by other numerical and experimental studies (Picioreanu et al., 2009; Radu et al., 2014). In future studies we will use directly the solid geometries reconstructed from computerized tomography (CT) scans.

4.4. Further studies

The focal depth on the channel height (z) was set here with approximation within 40 μm. A narrower focal depth would allow taking more optical slices, thus more resolution over the channel height. For this, other lenses with higher numerical aperture and other light sources with lower wavelength (e.g., UV light) could be used.

Tomographic PIV would allow for capture of the flow velocity component in the z-direction (Elsinga et al., 2006; Casey et al., 2013). However, for such a narrow flow channel it would be very difficult to set up cameras to measure the flow from a lateral view. Especially, the presence of an opaque feed spacer will not allow the lateral observation of the flow channel.

For further model validation, other spacer geometries and spacer orientation should be tested. It is of interest to evaluate the impact of fouling on the local velocity field, since the water flow may become unsteady at lower linear flow velocities in the presence of fouling. It should also be tested whether the methods could be applied for forward osmosis (FO) and pressure-retarded osmosis (PRO) flow channels.

5. Conclusions

A particle image velocimetry (PIV) method was implemented to measure detailed water flow fields in a flow-cell simulating at small scale conditions encountered in the feed spacer-filled flow channels of spiral-wound membrane modules. Narrow focal depth allowed optical sectioning at multiple (maximum 18) levels along the channel height of this lab-scale spacer-filled flow channel.
At linear velocities between $u = 0.07$–0.2 m·s$^{-1}$ (as used in practice) the measured flow appears to be laminar with only slight steadiness in the upper velocity limit. At higher velocities (0.3 m·s$^{-1}$) the flow was observed to be unsteady with appearance of local recirculation zones. Measurements taken at different locations in the flow cell (in several feed spacer mesh elements) showed very similar water flow patterns ($S_{BC} = 0.94$–0.98), indicating the same hydrodynamic conditions along and across a small flow channel without permeate production.

Computational fluid dynamics simulations based on steady laminar flow assumption were in good agreement with the measured flow fields ($S_{BC} = 0.84$). This supports the use of model-based studies in the optimization of spacer geometries and operational conditions.
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